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## I. Definition

### Project Overview

Autonomous navigation, route planning, and optimization are popular topics even to those not directly involved in machine learning. These concepts are the core to everyday occurrences such as using a GPS navigation app to make your way to work or a new destination as well as serving the basis for self-driving cars. There are several problems to address in order to implement a successful navigation model. This project approaches this domain in a simplified manner to explore the basic concepts that underpin the more advanced versions we see today.

The project is based on the micromouse competition. In the micromouse competition, teams compete to create a robot that can navigate a maze in the shortest amount of time. In this project, the goal is to create a program that will control a virtual robot navigating a virtual maze. The model of the robot and maze have been somewhat simplified. The virtual robot is given two runs to navigate the maze and obtain the fastest time possible. The first run is allocated 1000 moves to reach the center goal square as well as map out alternative paths through the maze. The robot is then given the second run to score the fastest time possible navigating from the start point to the goal in the center of the maze.

### Problem Statement

The problem of interest is successfully navigating to the goal of the maze, which is located in the center of the maze, in the least amount of time possible. The maze is considered discretely, consisting of a square grid of cells. There are several sub problems that must be solved in order to reach this primary goal. These sub problems are: localization within the maze, sensing the environment to avoid obstacles such as walls, mapping the maze to determine feasible paths to the goal, and moving the robot through the maze.

I plan to solve these problems by implementing a method for the robot to track its location and orientation in the maze given the initial condition being the coordinate [0,0] and oriented “up”. This is accomplished by tracking the moves that the robot makes within the maze. The ability to sense distances forward, left, and right has been provided to the robot already. The distance to the next wall is updated at the beginning of each time step. This will then be used to update the map that the robot is creating as it travels through the maze. The robot is given the dimensions of the maze at the start of the first run. It will use this information and the fact that the goal is located in the center to initially score every location in the maze to help it decide which way it should travel by comparing the scores of the cells near it. Initially, the robot will travel towards the goal, using the score assigned to each location and the map it is building to navigate. Once the goal is reached, the robot will attempt to reach all the locations it has not already been to in order to get the most complete map. Once it has done this, it will request to be reset and calculate the optimal path from the start location to the goal. At the start of the second run, it will follow this optimal path from the starting point to the goal.

The expected solution will move through a given maze from the starting position in the bottom left corner to the goal square which is a 2x2 square in the center of the maze. The robot is given 2 runs through the maze. The first run intended to provide the opportunity for mapping the maze but the robot must enter the goal square at some point. With the information gained from the first run, the robot should determine the optimal path to traverse from the start position to the goal. Then, on the second run, the robot should execute the fastest run possible from the start position to the goal. The robot is allotted a maximum of 1000 steps combined for both runs.

### Metrics

The metric used to measure the robots performance is the score reported by the provided testing program. This score is based on the time steps the robot takes during the second run plus 1/30th of the time steps taken during the first run. This metric ensures the solution meets the goals of the project, given that the problem is to create a robot that can reach the goal in the fastest time possible.

## II. Analysis

### Data Exploration

The virtual robot is provided with the necessary ability to sense and move in the environment. The model of the robot is simplified: it is in the center of the current space, it is able to rotate ninety degrees left or right and move forward or backward up to three spaces without any errors, the sensors on its front, left, and right report perfect information on the number of open spaces in their respective direction. This sensor data is provided at the start of each time step. The constraints of the maze inform the robot about the location of the goal in relation to its starting location. Using the sensor data and its knowledge of the goal coordinate, the robot can move through the maze towards the goal. Looking at the first test maze provided, there are several areas where the robot will have to move further from the goal in order to reach it. There are also a number of dead ends that could result in unnecessary moves for the robot. One possible solution my robot has found for this maze scored 34.6.

### Exploratory Visualization
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### Algorithms and Techniques

In order to solve the problem of plotting an efficient path from the start to the goal, I plan to implement a basic flood algorithm. Based on the default parameters provided, which include the dimensions of the maze and the starting location, which is the bottom left corner of the maze and considered the origin. The initial flood assigns a value to each cell based on the number of cells that have to be traversed to reach the goal from that cell. As the robot traverses the maze, it gathers sensor data which is used to update its map of the maze. Once this map is updated, the flood algorithm is run again, updating the values for each location based on new information on obstacles. The flood algorithm provides a simple to implement but effective method for determining the distance from any point in the maze to the goal location. The dataset, which describes the parameters of the maze, is interpreted indirectly by the robot. It is presented the information only as inputs to its sensors, so the robot is required to recreate the dataset by tracking its moves and sensor information in order to understand the data and complete the goal of reaching the maze.

### Benchmark

As defined in earlier discussion, the robot is limited to 1000 time steps combined for both exploratory and testing runs and the reported score is the number of time steps taken on the second run plus 1/30th the time steps taken on the first run. The maximum size of the maze is a 16 x 16 cell grid, which results in 256 unique locations. This is a guideline for how many steps will be added for the exploratory run for the scoring if we want our robot to explore the maze thoroughly. However, looking at the example maze provided, there are several areas where the robot will likely have to backtrack if it visits every cell, which would significantly increase the amount of time taken. In the sample maze discussed above, the robot took approximately 34 moves to find the goal. Although the number of timesteps will vary based on maze design and complexity, this is what I used in calculating the initial baseline. So, if the scoring takes 50 time steps adding in 1/30th of 300 time steps for exploration, we come to a benchmark value of 60.

## III. Methodology

### Data Preprocessing

The data required no specific preprocessing steps as the specifications for the sensor readings as well as the design of the maze was already provided. The data is able to be used as it is provided, there is no scaling or refactoring needed in order for the robot to utilize it effectively.

Alterations to the maze discussed above were made to increase the number of long lead dead ends. This a area where my implementation has not been optimized to handle very efficiently. One method of increasing efficiency would be to add a routine to determine what cells have been fully characterized without the robot having to actually visit that cell.

### Implementation

As mentioned before, the robot interacts indirectly with the dataset which defines the maze through the information it receives through its sensors. At the beginning of each time step, the robot reads the information from its sensors. This information, which is simplified to whether there is a wall in the left, forward, or right direction with respect to the robots heading is then added to the map for the cell the robot is currently in. The robot then examines each cell in relation to its neighbors within the current map and updates the position of any walls by propagating them to the appropriate adjacent squares. This is necessary as the robot can only consider each cell individually and if walls are not propagated between cells, it would appear to the flooding algorithm that, for instance, cell [0, 0] could be accessed from cell [0,1] when there is a wall between them but the robot has only seen it from cell [0,0]. After updating the map, the robot executes the flooding algorithm. Starting at the goal square which gets a value of zero, the robot checks which cells are reachable based on the current map. Then, it iterates through each square, increasing the number assigned to each cell based on the number of steps it is away from the center square, ensuring it does not visit a square more than once. The robot then decides its next move based on which available moves will take it closer to the goal cell using the distance map updated by the flooding algorithm. This flooding algorithm is used to guide the robot to a series of waypoints around the maze during the first run before going to the goal location. These waypoints are designed to get the robot to explore more of the maze and have a more accurate map. After finally reaching the goal square, the robot requests to be reset and executes the best path it has discovered.

In coding for this project, the implementation of the mapping, flooding, and updating algorithms are quite simple. They are primarily built on relatively simple methods to iterate over a 2 dimensional list and comparing adjacent values. Below is an example of how the robot updates its map of the maze based on the information from sensors.

#Update mapping for all cells based on current data

for i in range(len(self.mapping[0])):

for j in range(len(self.mapping[1])):

#print "Updating map based on cell: ", [i, j]

#print "Cell value: ", self.mapping[i][j]

#Determine adjacent cells

adjacent = [[i, j-1], [i-1,j], [i,j+1], [i+1,j]]

#print "Adjacent cells are: ", adjacent

for cell in adjacent:

#print "Updating cell: ", cell

if (0 <= cell[0] < self.maze\_dim) and (0 <= cell[1] < self.maze\_dim):#verify cell within maze

#print "Cell within maze"

#if cell has wall in direction adjacent, update adjacent cell to show wall as well

if self.mapping[i][j][adjacent.index(cell)] == 0:#if current cell has wall between adjacent cell

#print "Wall adjacent to: ", cell

#print "Current cell value: ", self.mapping[cell[0]][cell[1]]

self.mapping[cell[0]][cell[1]][(adjacent.index(cell)+2)%4] = 0

#print "Updated cell value: ", self.mapping[cell[0]][cell[1]]

### Refinement

The final program for the robot was developed in a series of refinements. Initially, a basic distance map that gave a value to each cell based on its distance from the center goal was used for the robot to decide its next move. This initial idea was refined to include the flooding algorithm which accounted for walls in determining distance to enable to robot to navigate around intervening obstacles. This allowed the robot to successfully discover a path to the center of the maze, which for test maze 1 was 46 time steps. After this, a method to try to more fully characterize the maze was needed, which is when the series of waypoints was used to force the robot to explore the maze more during its first run. The waypoints initially were the four corners of the maze, resulting in scores of 39, 67, and 84 time steps, the midpoints of the walls and the start position gave a score of 34, 55, and 57. This proved to be the most robust method on the test mazes and I feel provides a balance between effectiveness and implementing a more complicated algorithm to travel the maze more fully, such as ensuring the robot is visiting every cell.

## IV. Results

###Model Evaluation and Validation

Examining the final implementation of the robot, it performs well compared to the initially established benchmark of 60 time steps, coming in below that on all three test mazes. The robot is within all required parameters of the problem statement. The robot has been tested over